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ABSTRACT
We envision a responsible web environment, termed TrueWeb,
where a user should be able to find out whether any sentence
he or she encounters in the web is true or false. The user should
be able to track the provenance of any sentence or paragraph in
the web. The target of TrueWeb is to compose factual knowledge
from Internet resources about any subject of interest and present
the collected knowledge in chronological order and distribute facts
spatially and temporally as well as assign some belief factor for
each fact. Another important target of TrueWeb is to be able to
identify whether a statement in the Internet is true or false. The
aim is to create an Internet infrastructure that, for each piece of
published information, will be able to identify the truthfulness (or
the degree of truthfulness) of that piece of information.
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1 INTRODUCTION
Lot of data is being published in the Internet over various publi-
cation and media venues. The truthfulness of this published data
cannot be established easily, leaving space for rumor spreading,
and propagation of false information that may negatively impact
businesses, political regimes, public health, etc. As people interact
with each other and with their surrounding environment on a daily
basis, their behaviors, beliefs and actions are highly impacted. Sim-
ilarly, as users manipulate (read, share and comment on) posts on
social media, the users’ mindsets, attitudes and responses shape,
crystallize or even change. Social media is an immense source of
news and reports. From a trustworthiness perspective, social media
contains both trustworthy news sources and rumor spreaders [2].
Consequently, the credibility of various posts on social media is
hard to evaluate. It is a challenge to extract credible pieces of news
out of a mixture of news coming from sources with variable degrees
of trustworthiness.

In building TrueWeb, we focus on the following objectives: (1)
Realizing a semantically-guided system for knowledge graphs and
(2) Truth Finding Techniques. The results of TrueWeb are expected
to have a potential impact in society. While our use cases are mostly
drawn from validating sentences, they can still be extended for
other cases such as prediction of crimes,climate change, accidents
or applications that require background knowledge for decision
making. We anticipate that the new technologies developed inside
TrueWeb will be readily usable by many news agencies, activists,
enthusiasts or scientists.We believe that news agencies can leverage
such a system to help them validate news, tending topics or rumors
as they spread instantaneously.

2 PROPOSED ARCHITECTURE
We envision TrueWeb, a responsible web environment that will
offer organizations or entities the capability of verifying statements
based on factual information and truthfulness and credibility of the
entities that are known in the system. Building TrueWeb focuses on
the following objectives: (1) realizing a semantically-guided system
prototype for knowledge graphs, and (2) truth finder techniques.

Figure 1 illustrates the TrueWeb high-level architecture. It is com-
posed of two main components: (1) A Semantically-Guided System
Prototype For Knowledge Graphs,namely Knowledge Cubes [31]
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Figure 1: TrueWeb Architecture

and (2) Credibility and Trustworthiness modules. Both the Knowl-
edge Cubes and Credibility And Trustworthiness components are
loosely coupled and act as complement to each other in the TrueWeb
architecture. The Knowledge Cubes rely on reliable data sources in
order to create high quality factual information. The Knowledge
Cubes also relies on the Linked Open Data cloud 1 in order to enrich
its semantics. On the other hand, the Credibility and Trustworthi-
ness modules relies on social media data. The Semantic Query Pro-
cessor lies at the heart of TrueWeb, where it collaborates with the
user, the Knowledge Cubes and the Credibility and Trustworthiness
modules. It is responsible for understanding the semantics of the
user query and in turn queries the Knowledge Cubes and Credibility
and Trustworthiness modules when validating statements.

2.1 Targets
2.1.1 Social Media News. Social media provides a vast amount

of informationwhich contains some important facts or observations.
News agencies aim at monitoring the mainstream social networks
(such as Facebook or Twitter) and extracting valuable messages,
posts or tweets which can be used as a source for its news articles.
The main challenge in this context is to distinguish real facts and
gossips or intentionally false evidences (e.g. vandalism). Moreover,
the above task requires a data processing at a large scale of millions
of social media messages, hundreds of thousands of news articles
and billions of web pages.

2.1.2 User Reported News. Some news agencies, e.g., Al Jazeera,
may ask their readers to report news and then uses those reports
to provide up-to-date coverage of events and accidents. The main
problem is that reports may contain inaccurate or even false in-
formation. For example, a user reports a traffic accident at Grant
St. First, we need to verify if there is an accident at all or the user
reports some false information. Second, we need to assess the qual-
ity of his/her report accuracy, e.g., whether there is an accident at
Grant St. or maybe it is at Salisbury St.

3 SEMANTICALLY-GUIDED SYSTEM FOR
KNOWLEDGE GRAPHS

We propose to develop and prototype for a semantically guided
system for the management of knowledge graphs. We adopt the
notion of Knowledge cubes (KC, for short) for the prototype [31].
Each KC is responsible for a certain semantic topic, e.g., sports, US
presidents, or certain geographical regions. Data extracted from
1http://linkeddata.org/

the Internet will be directed towards the relevant KCs for further
investigation and scrutiny, and then for integration with the rest of
the knowledge already existing in the KCs. A KC is an unsupervised
and adaptive database instance of knowledge capable of storing,
analyzing, and searching linked-data components in the form of
RDF triplets. These RDF’s will link to other KCs to provide further
insight to the data.
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Figure 2: Knowledge Cubes High Level Architecture

As in Figure 2, a knowledge cube captures the notion of spe-
cialization, be it spatial, temporal, topical, contextual, or otherwise.
Its granularity level adapts to represent finer grained knowledge
cubes. For example, the "Sports" knowledge cube can be broken
into multiple cubes, e.g., "Basketball" and "Baseball". These two
sub-cubes would still be inter-linked together. This interlinking
is important as it can provide more insightful information. Cube-
awareness provides structural or data-level updates to the hosting
cube. This component guarantees to the hosting instance the most
updated information that other cubes possess.

Based on the nature of the data in the knowledge cube, it then
dictates what other information should be aggregated, after coordi-
nating with the remaining knowledge cubes. This communication
is made possible as linked data can use HTTP as a pointer sys-
tem for accessing the negotiated representation of resource/entity
descriptions. The data sources for knowledge cubes are either self-
initiated or distributed through a central source. In both cases, KC’s
coordinate with each other the content acquired in order to maxi-
mize decoupling of knowledge and hence increase their knowledge
specialization.
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Figure 3: Knowledge Cubes Instance Architecture

Figure 3 illustrates the architecture for a knowledge cube in-
stance. The catalog maintains all the information related to the data
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sources it fetches. The catalog maintains a list of the data elements
that each source captures. The information extraction component
employs text analysis techniques in order to extract and learn from
structured and unstructured sources [8]. The search and query
component provides a rich set of constructs that understand the se-
mantics of the Knowledge Cube instance. The search and querying
component supports search-based methods that include keyword,
textual, spatial, temporal, and semantic-based methods that rely
on similarity functions and database-level methods. The Semantic
Query Processing component of TrueWeb collaborates with the
search and querying component of the Knowledge Cubes in order
to infer if a certain statement is true or false. The Data Store and In-
dexing component provides the highly efficient and scalable storage
and indexing mechanisms that operates over billions of RDF model
triples. Knowledge Cubes is agnostic the type of Knowledge Store
(whether its a graph database, triple-store, RDBMS) and the choice
depends on providing scalability and performance guarantees. The
Discovery of Data sources component provides a discovery mecha-
nism for the list of data sources relevant to the Knowledge Cube
semantic aspects. Finally, the Data Sources Update and Extension
component create a time-oriented snapshot of the current knowl-
edge store data. The time-roadmap guarantees "freshness" of the
results by providing or linking information with the latest updates
found from sources.

3.1 Research Challenges
3.1.1 Knowledge Cube Construction: This task will investigate

techniques for the realization of knowledge cubes. We will em-
ploy text analysis techniques [8] in order to extract RDF data (i.e.
subject-predicate-objects) from textual resources that will be used
to construct the knowledge cubes. We will create an ontology to
represent the domains of interest to the user. The ontology will
allow us to understand the semantics of the underlying knowledge
cube and the users queries. The co-occurrence of entities within
textual resources exposes interesting implicit relations [33]. Mod-
eling these relations can reveal valuable correlations among the
topics [32]. We plan to associate a spatial dimension to non-spatial
topics that in turn can help answer investigative queries that are
not possible to answer otherwise. The relationships among spatial
and non-spatial topics will be discovered automatically from textual
resources and aggregated to the knowledge cube.

3.1.2 SemanticQuery Processor: Semantic query processing [29,
30] is the main engine for TrueWeb. It will take as input the informa-
tion that needs to be verified and outputs whether it is true or not
along with an associated confidence value. The target is to develop
a semantic query processor that operates on top of the knowledge
cube architecture given the user’s query or the web statement under
investigation. The semantic query process will make heavy use of
the credibility and trustworthiness modules. Query processing will
employ a set of predicates that operate on the knowledge cube at-
tributes such as its topical, spatial, temporal, and contextual aspects
to validate a given statement under investigation or respond to a
user’s query. Challenges in realizing the semantic query processor
include deciding on the order of execution of the query predicates
that may touch [25].

4 TRUTH-FINDING TECHNIQUES
To establish the TrueWeb, every single entity, e.g., user, news re-
porter, and organization, is tagged with a dynamically changing
trustworthiness score. Also, every post is tagged with a dynamically
changing credibility score [49, 50] to reflect how far this post is
believed to be true. The trustworthiness and the credibility scores
that assess the truthfulness of an entity and the credibility of a post,
respectively, cannot be single scalar values. The number of posts
(either true or false) that an entity deliberately initiates relative to
the number of posts it shares, edits, or comments on is another
dimension. Social media can be modeled as a network graph, where
each entity is a node in the graph. Edges between nodes in the graph
represent the "follower of" or "friend of" relationship between enti-
ties, as in Twitter and Facebook, respectively. Based on how entities
respond to a post, our proposed framework for a TrueWeb adjusts
the credibility scores of the post. Meanwhile, as entities respond,
share, and comment on posts with various degrees of credibility,
the proposed framework adjusts the trustworthiness scores of these
entities. These adjustments are a continuous process as the posts
hop from one entity to another in the social media graph. Real-
izing a factual knowledge cube will enable us to validate pieces
of information that need to be investigated for truthfulness [50].
The Knowledge cube can only be meaningful if it maintains a set
of reliable and well established facts. We aim to employ a set of
data quality techniques that ingests the extracted information and
produce high quality knowledge.
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Figure 4: Credibility and Trustworthiness Architecture

Figure 4 illustrates the architecture of the Credibility and Trust-
worthiness module. The objective of the system is to build and
continuously maintain credibility and trustworthiness scores for
posts and entities, respectively, in a social network. The connec-
tivity and relationship analyzer takes as input the social network
graph and analyzes the connectivity and relationships among en-
tities. Without looking into the posts that are initiated or shared
by these entities, the connectivity and relationship analyzer builds
several dimensions of the trustworthiness score that are computed
solely based on the graph connectivity, e.g., the number of followers
of an entity is computed based on the graph connectivity regardless
of the entity’s activities. The data integration manager considers
all posts (or the subset of posts under consideration) in the social
network, correlates these posts together and decides on several
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dimensions in the credibility score that are computed solely on the
post regardless of how it was handled by entities. For example, a
semantic analysis of the post and related posts reveals whether the
post is a fact or an opinion, past or future event. The data lineage
and provenance monitor tracks posts as they hop from one entity to
another and how they are handled by entities [11, 12]. The "seman-
tic and sentiment analyzer" helps decide on the reaction an entity
showed in response to a post. Hence, the system continuously up-
dates the credibility cue of a post on the entities response pattern.
Meanwhile, and as time proves the correctness or incorrectness of
a post, the Reputation Builder revisits the entire trustworthiness
cube if the entities that shared that post to elevate or de-elevate
their trustworthiness score across all dimensions.

4.1 Research Challenges
4.1.1 Semantic Interpretation and Conflict Detection Techniques

Under Heterogeneity: A truth finder deals with a large number of
sources that provide the semantic data about same or similar objects
in the form of RDF triples. A number of issues arise within this
data. First, often the data about the same object can be represented
in different ways depending on who the author of that data, when
that data was produced, what is the context of it, etc [11]. Another
example of heterogeneity is the different ranges of values (int vs
double). Second, data can be seen as a semantic RDF graph where
nodes are interconnected by associations and have primitive data
type attributes. In this case, if some of the parts of the semantic RDF
graph contains false information, then this affects the accuracy of
its neighbors. This task will extend the existing truth finder algo-
rithms [50] by modeling various representation choices as possible
worlds and build algorithms that can find the most-likely state of
conflicting data that maximizes the observations seen so far. We
plan to study the correlations among concept attributes and inves-
tigate the ways to use these correlations to improve the accuracy
of a truth finder and to detect semantics-based conflicts among the
underlying data. Web sources may also provide conflicting data.
We plan to develop new techniques for detecting truth in heteroge-
neous conflicting data sources by resolving the conflicts through
the ground factual knowledge of the Knowledge Cube along with
validating the meta-data of the web source using the credibility and
trustworthiness modules.

4.1.2 Detection of Source Independence and Conflict of Inter-
est: Rumor spreads easily across social networks [49]. However,
a rumor tends to be initiated by few sources that are likely to be
correlated. We plan to develop techniques to capture the conflict
of interest among entities. The conflict of interest can be discov-
ered through the network of relations of an entity or through the
content of the post. Detecting conflict through the content requires
creating a "profile" for each entity that would be representative of
the entity’s views. A conflict of interest would happen when an
entity posts content that conflicts with his/her profile. Detecting
conflict through the network of relations requires monitoring and
assessing the similarity in behavior among the entire network of an
entity. We will cluster the users using their social media features,
and then identify the ones in the same cluster (with similar network
or content) as having a conflict of interest, i.e., being dependent.

4.1.3 Assessment of User Proactiveness, Reactiveness, and False
Proactiveness: This research task addresses the ability to classify
users into three categories, (a) proactive sources: this category
represents the original sources of the post, e.g., the news reporter
who report the event while being at the field (b) reactive sources:
this category represents the entities that compile their posts from
other sources, yet, with proper citations, and (c) false proactive
sources, this category represents the entities that initiates a post that
is based on posts from other sources without proper citations. False
proactiveness can be intentional to elevate one’s trustworthiness
score or unintentionally due to the lack of professionalism of the
entity. This sub-classification is also relevant to the reputation
building module.

4.1.4 Influence-based Entity Ranking: To increase the effective-
ness of truth finding, we plan to leverage feedback provided by the
users. For example, one can ask the user to confirm or reject some of
the facts found by the truth finder. With the help of user feedback,
the truth finder takes into account the updated information and
improves its accuracy on other facts. Typically, the truth finder is
expected to deal with a large number of facts that makes it feasible
to collect feedback on only a very small fraction of the facts. In
other words, having a limited budget on how many times we can
ask the user to provide us with feedback the goal is to find such
objects which would boost the effectiveness of the truth finder most
of all. The above problem is difficult since we need to consider a
large number of objects with complex dependencies among them
(e.g. validating one object may lead to changes in others). To ad-
dress the above problem, our task is to design and implement a
framework and algorithms to solicit user feedback to improve the
accuracy. We plan to take advantage of the voting relationships and
dependencies among facts and sources and be able to efficiently
determine accurate fact validation orders within a given limited
budget.

4.1.5 Semantic-based Analysis and Classification Techniques:
One of the important challenges in TrueWeb is the semantic-based
analysis and classification of messages. We need classify a post
based on its being a fact or an opinion, a prediction (forecast) or a
fact that already took place, a Spam/advertisement, an opinion flip, a
sentiment (like/dislike), a joke, similarity to another fact (describing
the same info as another fact but using different keywords). These
classifications are important as they can reflect on the credibility
of a post as well as the trustworthiness of an entity in a variety
of ways. For example, a post being an "opinion" is less damaging
to the trustworthiness of the post’s poster than a faulty fact. Facts
can be past facts or future speculation. The classification of a user
post as a past fact versus a future speculation is crucial in the repu-
tation builder. Incorrect posts about events that happened in the
past would mark the posting entity as less trustworthy. However, a
degree of incorrectness in posts that refer to tentative events in the
future may be acceptable without imposing a large penalty on the
trustworthiness of the posting entity.
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5 RELATEDWORK
The problem of creating an efficient architecture to mediate knowl-
edge linkage and abstraction [5, 6, 8, 18] contains various propos-
als ranging from loosely coupled to tightly coupled architectures.
Franklin et al. [18] proposed an abstraction for databases that at-
tempt to avoid data integration problems. Berners Lee et al. [5]
proposed Linked Data which is about using the Web to connect
related data that has not been previously linked, resulting in an
architecture referred to as Web of Data. Other architectures are
realized through learning such as NELL [8].

The problem of storage and indexing of distributed datastores
was studied from multiple dimensions including Triplestores [15,
22], vertically-partitioned tables [1] [44] [16] and schema-specific
systems [28]. Each category has its strengths and drawbacks based
on the kind of domain of the data. All the datastores attempt to pro-
vide an efficient storage mechanism while maintaining a reasonable
RAM and database ratio.

Up to our level of knowledge, the problem of implicit spatial
learning has not be touched upon before in the literature. The task
mainly involves semantic relational learning. Some of its applica-
tions include semantic search and querying and efficient query
processing. Semantic relational learning has been tackled in many
studies [24][21]. The methods range from knowledge engineering
and deduction to datamining and induction. Reasoning focuses only
on description logics and Horn rules which lacks the expressibility
needed to reason over spatial relations. Semantic relationships can
be automatically learned from various areas without the need of a
manually annotated dataset. For example, relations could be learned
from the search queries and the their results [40] or from textual
patterns and tables [46]. Linked Data also provides a rich frame-
work for establishing such relations but still need to accommodate
for expressing such relations in terms of their expressiveness and
uncertainty [39] [43] [20].

In terms of search and querying, it includes various studies dis-
cussing how to capture the query semantics or intent [7, 14, 29].
Most of the approaches propose mechanisms to capture the true
query intent. Others rely on capturing the semantic similarity
between items in order to provide better answers to semantic
queries [4, 17, 23, 30, 33]. Optimizing the search process has been
studied from a high level as well as from a system level. Reddy
et al. [38] tackle the challenge of SPARQL queries optimization
over the web of data. Tsialiamanis et al. [47] propose heuristics
for a SPARQL query optimizer where they propose a Heuristic
SPARQL Planner (HSP) that exploits the syntactic and the struc-
tural variations of RDF triples in a SPARQL query. On a system
level optimization aspect, recent surveys [25, 34] present various
classifications of RDF-based systems ranging from relational [42],
No-SQL [10], to cloud-based systems [25]. Data partitioning across
multiple machines has been extensively studied. Efficient Heuristic
approaches [35, 41, 51] are employed in order to partition RDF data.

The problem of data quality has been studied extensively in the
recent years. It encompasses different subproblems such as data
veracity, vandalism detection, stability, reputation and trust and
controversy detection. The problem of veracity (or conforming to
truth) on the Internet in the presence of several sources providing
conflicting values has been studied extensively in recent years [12,

19, 36, 49]. The problem pertains to identifying the true value for
an object when a multitude of values are available. A naive method
for this problem is majority voting that simply considers the most
frequently provided value to be true. However, this is a flawed
approach in a scenario where most of the sources report outdated
values, sources copy from a source that initially provided a wrong
value or simply because most of the sources thought a false value
was true. To address the above problems, a number of different
types of methods have been used: a historically first approach [27]
was based on Web link analysis, then methods based on Bayesian
analysis [11, 12, 50] emerged and found to be highly effective in
truth detection.

Vandalism detection [9, 37, 45] focuses on identifying those edits
which are performed in order to intentionally destroy the user-
generated content (e.g. a Wikipedia page). Chin et al. [9] identified
different kinds of vandalism based on the type of action (delete,
insert, change, revert), the type of change (format, content) and
the scale of editing (mass deletion or mass insertion). Machine
learning techniques were used to classify edits as either blanking,
large-scale editing, graffiti and misinformation, using text features
such as the number of known words, perplexity value, number of
known bigrams and so on.

For stability prediction, Druck et al. [13] examine how different
features affect the longevity of an edit including whether an author
is registered or not, the total number of reverts done by the author,
the addition of links, etc. Based on this, they train a classifier to
label edits in one of three categories: revert, 6-hour longevity and
1-day longevity.

The reputation and trust of user-generated content were studied
in [3]. The authors proposed an algorithm to compute the reputation
values of authors where each author increases her reputation if her
edits are not changed by the subsequent edits. This is interpreted as
a sign of the approval that the edit should remain on the page and
thus the user who did it deserves that her reputation grows. In their
subsequent work [2], the authors leverage the author reputations
to compute trust levels for content, where the assumption is that a
high reputation author is more likely to contribute trustable content.
Trust is evaluated based on the algorithm’s ability to predict stable
content having longevity. This work led to an online system2 which
indicates the trust level of Wikipedia content using colors.

The problem of controversy detection has been only studied at the
page level, i.e. ranking web pages as controversial or not. A machine
learning approach was used by [26] in order to identify the amount
of conflict on a page using the human-labeled controversy tags
as a ground truth. They employed such features as the number of
revisions, unique editors, page length and so on. A more statistical
approach was proposed in [48]. It uses the statistics of deletions and
insertions along with the Mutual Reinforcement Principle whereby
frequently deleted content is considered more controversial if it
appears on a page whose controversy level in the past was low, and
if its authors were involved in fewer past controversies. Formulas
to compute the level of controversy of a page are derived based on
these assumptions.

2http://www.wikitrust.net/
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6 CONCLUSION
We envision TrueWeb as an oracle for validating the truthfulness
of sentences. We plan to study predictive queries based on the
structured knowledge available in TrueWeb. These predictions can
include queries about possible crime locations, climate changes,
accidents and so forth. The predictive aspect can have a spatial and
temporal dimensions.

We also plan to investigate extending the provenance of TrueWeb
where we can indicate whether a sentence was true given a specific
possible world scenario. This can give the user a form of "timeline"
to understand how the sentence facts changed across time instead
of denoting a statement as true or false only. This possible worlds
lineage can also be used to investigate complicated rumor spreading
behaviors that are not captured by the current TrueWeb prototype.

We also plan to investigate utilizing the current TrueWeb pro-
totype in order to discover entities that can be masquerading as
different individuals over the web. This can allow us to identify
and remove false information that were in a way related to these
masquerading entities and thus creating a more reliable TrueWeb.
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